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FEATURES OF NEURAL NETWORK MODELING OF THE PROCESSES
OF RECOGNIZING LINGUISTIC MARKERS OF THE CATEGORIES OF SENSE
AND ABSURDITY IN THE CONTEXT OF WORKING WITH FALSE DATA

The full-scale invasion of Ukraine by the russian federation had a number of geopolitical and domestic consequences.
One of the manifestations of such consequences on both of the above levels was the change in the modern information
environment under the influence of the actualization of numerous russian narratives. Naturally, the consequence of such
false information should be the weakening and vulnerability of Ukrainians to manipulation, disinformation, etc.

The latter is represented in the peculiarities of updating the above-mentioned data with false, exaggerated, distorted,
etc. information. The above, in turn, determines the relevance and urgency of the problem of their existence in the context
of russian disinformation, misinformation propaganda, and fakes (as well as diplomatic fakes), as well as the development
of tools for their analysis to prevent their destructive impact.

We are talking about the nature of the language poly system and Natural Language Processing (hereinafter — NLP) as
tools for processing language data for further use in the process of Machine Learning (hereinafter — ML) and analysis using
an artificial neural network. These include vectorization, tokenization, lemmatization, speech interface (Google Assistant
and others), automatic translation (Google Translate, Reverso, DeepL, etc.), and other areas. Naturally, the aforementioned
study is of particular relevance in the context of the hybrid nature of the Russian-Ukrainian war, in which the media space
(online discourse) is home to a whole bunch of fake, distorted, actually false, and other data.

That is why in our research we will analyze the main issues related to the problem of methodological features of neural
network modeling of the processes of recognizing linguistic markers of the categories of sense and absurdity, paying
attention to their nature, mutual influence, and interdependence, priority and socio-cultural significance for Ukrainian
society. In addition, we will consider the specifics of the above process in the context of working with false data
(disinformation), as well as the impact of the latter on its course.

Key words: linguistics, natural language processing, text data, artificial neural networks, machine learning, neural
network modeling methodology.

Introduction. The full-scale invasion of defeats of our defenders), military administration
Ukraine by the russian federation had a number of  (news about the death of the Commander-in-Chief
geopolitical and domestic consequences. One of  of the Armed Forces of Ukraine Valeriy Zaluzhnyi
the manifestations of such consequences on both  or his serious condition, etc.) Naturally, such
of the above levels was the change in the modern  false information should result in the weakening
information environment under the influence of and vulnerability of Ukrainians to manipulation,
the actualization of numerous russian narratives.  disinformation, etc. The latter is represented in the
We will use this term in the sense of narratives,  peculiarities of updating the above-mentioned data
explanations, etc. that are used without reference  with false, exaggerated, distorted, etc. information.
to specific data or facts. It is noteworthy that such ~ The above, in turn, determines the relevance and
narratives are essentially interpretations, an act of  urgency of the problem of their existence in the
creativity that nevertheless has a specific purpose. context of russian disinformation, misinformation,

In our case, russian narratives are aimed at propaganda, and fakes (as well as diplomatic
atomizing Ukrainian society and stratifying it (let  fakes), as well as the development of tools for their
us recall numerous fake news about certain current  analysis to prevent their destructive impact.
events: mobilization (news about a unit with At the same time, it is advisable to take into
Ukrainian children), military operations (a series of  account the functional nature of the language poly
videos on Tik Tok telling about "terrible" losses and ~ system, which, being the core means of human
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communication, simultaneously poses the greatest
threat in terms of dealing with false data. First
and foremost, we are talking about the nature and
dynamics of such processes within the designated
construct as the generation, transformation,
modification, etc. of the underlying meanings. The
latterisrelevant forhumanontology (existenceinthe
context of the noosphere), epistemology (processes
of actualization of background knowledge:
gaps, realities, etc.), axiology (value ranking of
certain life events), etc. In turn, the destruction,
substitution, distortion, misrepresentation, etc. of
the above elements causes a number of national
security problems for modern states, in light
of which fact-checking initiatives in Ukraine
(Ministry of Digital Transformation, Center for
Countering Disinformation, Ukraine Crisis Media
Center, etc.) and the world are gaining particular

importance.
An important feature of Russian disinformation
campaigns, compared to their counterparts

implemented by other states, is that they are not
limited to certain chronological limits. Thus,
in practice, this means that they are permanent,
functioning not sporadically (for example, the
election campaign of a candidate in the United
States, France, etc.), but purposefully and
without regard to specific socio-political changes.
Therefore, the study of the methodological features
of neural network modeling of the processes of
recognizing linguistic markers of the categories of
sense and absurdity in the context of working with
false data is particularly relevant.

It is about the nature of the language poly
system and Natural Language Processing
(hereinafter — NLP) as tools for processing language
data for further use in the process of Machine
Learning (hereinafter — ML) and analysis with the
help of an artificial neural network. These include
vectorization, tokenization, lemmatization, speech
interface (Google Assistant and others), automatic
translation (Google Translate, Reverso, DeepL,
etc.), and other areas [Fazil, M. et al., 2023].
Naturally, the above-mentioned study is of particular
relevance in the context of the hybrid nature of the
russian-Ukrainian war, within which whole clusters
of fake, distorted, actually false, and other data
function in the media space (online discourse).

That is why in our research we will analyze
the main issues related to the problem of
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methodological features of neural network
modeling of the processes of recognizing linguistic
markers of the categories of sense and absurdity,
paying attention to their nature, mutual influence,
and interdependence, priority and socio-cultural
significance for Ukrainian society. In addition,
we will consider the specifics of the above
process in the context of working with false data
(disinformation), as well as the impact of the latter
on its course.

The problem analyzed in the research is
integrated, interdisciplinary, etc., which produces
its actualization in a number of scientific researches.
For example, the research of NLP in the context
of continental philosophy and philosophy of
language (M. Heidegger, S. Freud, J. Lacan, and
others) is presented in the research of M. Heimann,
A. Hiibener (2023), which discusses the problem
of negation and negativity, which is central to
continental discourse but is absent in studies of the
Large Language Model (hereinafter — LLM). The
latter is mostly used for a number of text-processing
tasks (generation, translation, paraphrasing,
classification, etc.).

An analysis of the peculiarities of using NLP is
presented in the research by S. Chung et al. (2023),
in which the authors identified four main areas of
research on the above problem, as well as reviewed
representative areas of its application. The results
of the researchers' work showed a narrowing
of the gap between NLP and various areas of
its actualization while localizing a number of
gaps in certain areas of the above process and its
methodologies.

F. Guo (2023) continues to study the problem
of NLP, whose research emphasizes the pivotal
role of understanding the language poly system
for various psychological measurements, as well
as the place of semantic cues in this process. The
author notes that with the development of computer
science in general and Data Science (hereinafter —
DS) in particular, NLP has become an effective
method of analyzing textual data and representative
indicators of psychological measurements. The
scientist emphasizes that the work demonstrated
the effectiveness of finely tuned NLP models for
classifying pairwise relations into trivial/low
or moderate/high empirical relations, providing
preliminary validity evidence without manual data
collection.
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The problem of Natural language generation
(NLG) is addressed by O. Nikula (2023), which
analyzes the creation of neural fake news. The
author used the Grover neural network model
to generate a set of articles based on both real
and fake news written by humans. S. Rastogi,
D. Bansal (2023) continue to study the problem
of fake news, noting that a number of researches
offer a solution to the above problem of fake news
based on Machine Learning (hereinafter — ML).
In their research, the authors present a typology
of false data, the time of its detection, a taxonomy
for classifying researches of this issue, and the
prospect of studying the above issue.

The problems associated with updating neural
network models to create and detect false data are
also analyzed in the research by S. Repede (2023).
The analyzed research considers a range of issues
related to the above-mentioned issues: from the
complexities of the terminology system to the spec-
ification of databases in the context of fake news
research and the peculiarities of their labeling.

The features of online social networks (OSNs)
and the specifics of false data, hate speech, etc. in
their environment are presented in the research by
M. Fazil et al. (2023). In the analyzed research,
hate speech in the above networks is studied
using the Bidirectional long short-term mem-
ory networks layer (hereinafter — BILSTM) — a
layer of the Recurrent neural network (hereinaf-
ter — RNNs), which studies bidirectional long-term
dependencies between time steps of time series or
data sequences. The aforementioned neural net-
work model updates the existing methods of repre-
senting words in a multichannel environment with
multiple filters with different kernel sizes to cap-
ture semantic relations in different windows.

P. Kar, S. Debbarma (2023) continue to study
the peculiarities of hate speech in the online envi-
ronment and the specifics of its detection using
artificial neural networks. In the analyzed research,
the authors propose Optimal feature extraction
and Hybrid diagonal gated RNNs (FE-DGRNN),
which includes a three-stage methodology. Thus,
at the first stage, after preprocessing, they update
improved seagull optimization, which is used to
extract multiple features from a text data set mixed
with codes. At the second stage, the quantum
search optimization algorithm is used to optimize
the extracted features, which proactively solves the
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problem of data dimensionality at the stage of fur-
ther detection. At the third stage, Hybrid diagonal
gated RNNs (Hyb-DGRNNSs) are used to detect
hate speech and analyze sentiment based on it.

The research by E. Park, V. Storey (2023) organ-
ically continues the above work. In the analyzed
research, the authors analyze sentiment, which is
considered in the context of the Emotion Ontology
Framework (EOF). The latter can be updated to
develop an ontology of emotions in the context of
improving understanding of the role of affect, con-
text, and behavioral information in human moods,
and is also one of the representative features of
reliable information.

D. Arnfield (2023) analyzes the relative per-
formance of multilayer perceptron, random forest,
and multinomial naive Bayesian classifiers trained
on the basis of "bag of words" and frequency-in-
verse dense frequency transforms of documents
in Fake News Corpus and Fake and Real News
Dataset. The author emphasizes that the aforemen-
tioned training included updating contextually cat-
egorized fake news to improve the effectiveness of
the tools, with Fake News Corpus showing much
better results than Fake and Real News Dataset.

Thus, our bibliometric analysis has shown that
neural network modeling of the processes of recog-
nizing linguistic markers of the categories of sense
and absurdity in the context of working with false
data is based on NLP [V. Derbentsev et al., 2023].
An important task of the latter is sentiment analy-
sis, which is mostly studied using Deep learning
(hereinafter — DL) models. In particular, based on
Deep neural network (hereinafter — DNNs): Con-
volutional neural networks (hereinafter — CNNs),
RNNS, their varieties — Long short-term mem-
ory (hereinafter — LSTM) with layers (hereinaf-
ter — CNNs-LSTM) and BiLSTM with CNNs lay-
ers (BILSTM-CNN:S).

Aim and objectives. The purpose of the article
is to study the methodological features of neural
network modeling of speech marker recognition
processes. The subject is the specificity of the
aforementioned phenomenon in the context of
analyzing the categories of sense and absurdity
as an innovative tool of linguistic science. In turn,
the purpose and subject of the study allowed us to
formulate its objectives:

1. To systematize theoretical achievements in
the field of neural network modeling of language
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processes and apply them to the recognition of
linguistic markers of the categories of sense and
absurdity.

2. Analyze the existing algorithms and methods
of computer linguistics, ML, DS, etc., and develop
a methodological framework for neural network
modeling of the processes of recognizing language
markers of the categories of sense and absurdity.

3. To present the work with linguistic markers
of the categories of sense and absurdity of the
neural network as a means to detect and prevent
the spread of false data.

Methods. The research design has a clear
structure, which is related to the stages of its
implementation:

1. Preprocessing (collection and preparation)
of textual data (2022). This stage includes updating
the following ML methods and algorithms, in
particular:

a) vectorization (“Bag of words”, its use is
related to the fact that the data is represented by the
occurrence of words, but does not take into account
their position in the above data, in turn, this allows
you to record the number of occurrences of each
word in the analyzed array), i.e. transformation
of text data (text input) into vectors (vector
representation), which can be potentially processed
by an artificial neural network;

b) tokenization (instance of a sequence of
characters in the part of the analyzed data set that
is accumulated for use in semantic processing);

¢) normalization (processing of text data to
match keywords by fields labeled as “filtered”,
“aspectualized” or “sorted”);

d) cleaning the language data from non-
alphabetic characters (replacing all non-lexical
characters with spaces, etc.);

e) lemmatization (the process of converting
word forms into lemmas — their primary dictionary
form, similar to the selection of the base of each
lexical unit in a sentence: for example, for nouns
and adjectives — nominative case, and for verbs,
participles, adverbs — verbs in the infinitive);

e) removal of stop words (removal of articles,
interjections, conjunctions, etc. that are not
representative of the meaning), etc.

1.1. Formal verification of URLs with a neural
network model (2023). Updating the fact-checker
toolkit (data from Hostmaster (https://goo.su/
NomD) and Who.Is (https://goo.su/SrJZRFM),
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which contains registration data of websites
registered in Ukraine (Hostmaster) and the world
(Who.Is)), which is a reliable basis for the proper
operation of the artificial neural network.

1.2. Workon theprinciple of plagiarism detection
programs (2023). Updating the descriptive and
receptive methods (content definition), as well as the
entire methodological potential of DS: clustering
(allocation of homogeneous segments), use of
neural networks (the process of using software
to solve applied problems), boosting (a means of
enhancing the detection of certain features), trees
(an algorithmic way of representing data in the
form of hierarchical relationships — branching),
NLP (classification, content representation and
sentiment analysis), scraping (conversion of non-
relational data into relational data), frameworks
(software tools to simplify and accelerate the
achievement of the necessary planned program
goals).

1.3. Checking the analyzed data for the
presence of certain language phrases and
constructions (2023). The method of analyzing
scientific research was updated, which led to the
search and analysis of scientific publications
related to neural network modeling (in particular,
language units).

1.4. Determination of the percentage of
expression (partially using the data from 1.3.,
2023). Methods of computer, mathematical,
and corpus linguistics, combinatorial methods,
structural methods, and the above ML and DS
methods are updated.

1.5. Analysis of the authenticity of available
multimedia objects (2023). Fact-checking methods
for checking images (Google Images (https://goo.
su/X3xmFA), TinEye (https://goo.su/oCk8) — tools
for checking images; Image Edited? (https://goo.su/
QsjMFO) — a tool for checking images for possible
editing; ImgOps (https://goo. su/9toqLU) — a
tool for comprehensive verification of images
and other operations with them, etc.) and videos
(YouTube DataViewer (https://goo.su/xrFbRVg) —
a tool for verifying videos from YouTube; InVID
(https://goo.su/07uY7FE) — a browser extension
that allows you to frame an existing video and
search for its original sources or the date of first
publication using screenshots, etc.) were updated.

1.6. Study of the specifics of factuality in the
analyzed textual data (2023). The descriptive and
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receptive methods (content definition), as well as
all the above-mentioned methodological potential
of DS, have been updated.

1.7. Checking the time of publication of a
text (2023). The above-mentioned ML potential
has been updated.

2. Process of preparation (presentation) of
language data (2023). The ML potential has been
updated, in particular, the feature description of an
object (the features that are fed as input should be
relevant to the label we get as output — the result of
a neural network or a complex of neural networks:
for example, morphological features will not be or
are not sufficiently representative for lexicographic
research, while they are relevant for semantics
research) and the selection of key features (the
decision of relevant features about the research
goal is individualized since tracking correlations
between certain features is an assumption of the
developer's linguistic research, within which some
features are suitable for prediction and others are
not).

3. Choosing the architecture (type) of a neural
network (2023). The methodological potential
of ML is updated, in particular, artificial neural
networks are used (for context research, it is
advisable to use RNNs, for text understanding —
CNN s or Transformer with attenuation, and to study
the methodological features of neural network
modeling of the processes of recognizing
language markers of the categories of sense and
absurdity in the context of working with false
data, a combination of RNNs and CNNs will be
productive).

4. Algorithm design process (2023). In this
case, a productive type of ML is learning with the
teacher, when an artificial neural network model
receives a set of examples, each of which has the
correct answer specified by the developer. Thus, the
artificial neural network will be trained based on a
data set with true and false information sources. It
is noteworthy that ML is based on training data,
which must also be updated using methods such
as backpropagation and optimization algorithms
(e.g., gradient descent, etc.) to improve the results.

5. The process of training the algorithm on
available (prepared) data with its subsequent
validation on them (2023). After the artificial
neural network has been built, it needs to be
trained on two samples: training (designed to

58

calibrate the system's weights, when the required
value is reached, it is advisable to determine the
loss function (representing the difference between
the expected and correct results of the neural
network model), as it is representative of the error
in the classification of markers) and testing (during
which we validate the results of the neural network
model, which can be determined using special
metrics: accuracy, F1-mean, and confusion matrix,
which represent the system's performance).

6. Interpretation of results (2023). The
descriptive and receptive methods (content
definition), as well as the entire methodological
potential of DS, are updated: the identification of
patterns, narratives, factors, etc. that represent the
unreliability of textual data analyzed by an artificial
neural network.

Results. The above makes it possible to
position neural network modeling as a relevant
tool for processing linguistic data, carried out
to further update the latter in several areas of
linguistic  research  (analysis, classification,
structuring, and detection of hidden patterns
in large volumes of heterogeneous complexly
structured data) [M. Heimann, A. Hiibener, 2023].
At the same time, the realization of any complex
task, including the construction of methodological
features of neural network modeling of linguistic
markers of the categories of sense and absurdity,
involves the construction of a pipeline (conveyor),
which is shown in Scheme 1:

Thus, the pivotal stages of methodological
approaches to neural network modeling of the
processes of recognizing linguistic markers of the
categories of sense and absurdity in the context of
working with false data are as follows:

1. Preprocessing (collection and preparation)
of text data (2022). During this stage, the
linguist-developer processes the data set in a
certain way, highlighting the aspects relevant to
his/her research. This stage precedes the direct
classification of speech data, consisting of the
above-mentioned processes of vectorization,
tokenization, normalization, cleaning of non-
alphabetic characters, lemmatization, removal of
stop words, etc. (see METHODS and Scheme 1).

In addition, at this stage, it is advisable to
accumulate carefully filtered data, according to the
researcher's algorithm. This stage is perhaps the most
important since the ability to distinguish reliable
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Scheme 1. Conveyor NLP

information from manipulated and false information
correlates with the accuracy of the neural network
model's results. Thus, we propose to implement in
such a model the ability to search for data on the
Internet, based on the principle of operation of
most plagiarism-checking programs. The latter is
based on analyzing a large amount of textual data
and finding similarities with the text under analysis,
while in our case, the neural network model will rely
on the data we have prepared, comparing texts from
the Web with them, forming a conclusion about their
veracity based on the degree of coincidence with
them, among other things:

1.1. Formal verification of URLs with a neural
network model (2023). This means analyzing a
particular source based on the peculiarities of its
email address. Thus, we check the website address
and the degree of coincidence with the list prepared
by us (for example, in our opinion, relevant
information for comparison is data from official
sources: websites of ministries, departments, etc.)

1.2. Work on the principle of plagiarism
detection programs (2023) will allow an artificial
neural network fto compare the text under analysis
with a similar text available on an official
source. Thus, the degree of similarity, which is a
disadvantage in the case of analyzing a scientific
text, will allow such data to be formally classified
as true at this particular stage.

1.3. Checking the analyzed data for the
presence of certain language phrases and
constructions (2023). This means that a linguist

59

developer prepares a list of linguistic phrases and
constructions that, taken together, will allow the
analyzed text to be positioned as false. First of all,
we are talking about the degree of emotionality
of the text (a number of emotional digressions,
comments, the presence of interjections,
exclamatory forms, etc.); the presence of
interrogative structures that are not typical of the
official style; the discursiveness of certain data in
relation to the general interpretation; melodrama
and artistry of the analyzed texts, etc. We also
consider the language of the analyzed document to
be the pivotal one (especially in the context of the
hybrid Russian-Ukrainian war): it is said that the
occupiers' manipulative practices are commonly
based on the actualization of the russian language
as a form for presenting transformed narratives by
default, etc.

1.4. Determination of the percentage of
expression (partially using the data from 1.3,
2023). Formal grounds for positioning the analyzed
data as expressive are the presence of emotionally
marked vocabulary, exclamatory and interrogative
sentences, etc.

1.5. Analysis of the authenticity of available
multimedia objects (2023). It is not exactly
a linguistic component of verification, but it
is effective in combination with textual data
verification, as it allows you to position certain
data as true/false with greater certainty.

1.6. Study of the specifics of factuality in the
analyzed textual data (2023). This refers to the
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absence of specifics (names, places, dates, and
other information) as a pivotal milestone of false
information. In this case, it is advisable to include
the search for such data in the algorithm of the
neural network model.

1.7. Checking the time of publication of a
text (2023). A common manipulative practice is
when official sources donot comment onanighttime
attack on Ukrainian cities, but certain sources
(on the same night) publish information about it.
That is why the time of publication in relation to
the data provided for training the neural network
model and the verified sources is a relevant feature,
since usually data published from official (truthful)
sources have approximately the same time of
publication (for example, the next morning), while
false data will be more differentiated in time.

2. Process of preparation (presentation) of
language data (2023). It is a key stage of the
neural network modeling process because the
correctness of the algorithm and the ranking of
text data on the truth/falsity scale depends on
the representativeness of the data set containing
sense and absurd language markers. Naturally,
an artificial neural network needs to be trained on
representative data that is fundamental in terms of
covering the problem under study. It is noteworthy
that the data representation correlates with a
specific application task because for each of them,
it is necessary to choose specialized methods that
are productive for its solution. The most common
methods of data representation in the process of
training a neural network or ML (see Scheme 2)
are feature description of an object and selection
of key features.

3. Choosing the architecture (type) of a neural
network (2023). This is the second most important
stage after the data preparation (presentation) pro-
cess because the success of neural network model-
ing depends on the choice of the tool for analysis,
as well as its feasibility, functional characteristics,
etc. That is why it is necessary to initially consider
the type of artificial neural network, which is deter-
mined based on the typological and functional spe-
cifics. In particular, it is advisable to use RNNs for
contextual research, CNNs or Transformer with
attentional processing for text understanding, and a
combination of RNNs and CNNs will be productive
for studying the methodological features of neural
network modeling of the processes of recognizing
language markers of the categories of sense and
absurdity in the context of working with false data.

The aforementioned artificial neural network
models are productive for working with textual
data, as they are able to track certain patterns, nar-
ratives, etc., and analyze sequences and correla-
tions in the analyzed data. In addition, in the above
modeling, lexical items are represented as points
in hyperspace that correspond to certain senses,
and sentence construction is positioned by mov-
ing along the above points in a multidimensional
space. This is the aforementioned vectorization of
language data, i.e. transformation of textual data
(textual input) into vectors (vector representation)
that can be potentially processed by a neural net-
work.

4. Algorithm design process (2023). The choice
of actualized methods correlates with the specific
task of the research carried out by the develop-
er-linguist: for example, to study the recognition

Model
The world of ideas
Induction Deduction
The world of things \
Training data > Transduction =< Expected result

Scheme 2. Three types of ML
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of linguistic markers of the categories of sense and
absurdity, classification, clustering, regression,
ranking, and genetic algorithms will be productive
(despite the significant drawback of the latter in
the form of the lack of induction (data analysis and
model building on their basis) learning) [P. Kar,
S. Debbarma, 2023] (see Diagram 1).

5. The process of training the algorithm on
available (prepared) data with its subsequent
validation on them (2023). After the artificial
neural network has been built, it needs to be trained
on two samples: training and testing. The above
is intended to assess whether this neural network
model is able to distinguish true from false data
during text analysis.

6. Interpretation of results (2023). This stage
is productive in identifying patterns, narratives,
factors, etc. that represent the unreliability of
the textual data analyzed by the artificial neural
network. In turn, such information is useful for
raising public awareness (in particular, in Ukraine
and Europe) of potential russian manipulative
practices, identifying false or distorted information,
and assisting the above-mentioned communities
with an automated tool for detecting them — a
neural network.

Discussion. The problem of methodological
features of neural network modeling of the
processes of recognizing linguistic markers of the
categories of sense and absurdity in the context
of working with false data analyzed in this study
is an integrated one. In turn, this leads to the
controversial nature of its theoretical interpretation
and practical implementation: undoubtedly, one
of the main tasks of NLP is the recognition and

classification of language categories (classification,
content representation, and sentiment analysis)
E. Park, V. Storey (2023), and the ML and DS
tools — artificial neural network models — are best
suited for the above task in general and for working
with false data in particular.

Thus, in the study by S. Chung et al. (2023)
revealedtheexistenceofagapbetweenNLPitselfand
the practical implementation of its implementation,
while M. Heimann, A. Hiibener (2023) highlighted
a number of problems with LLM, which is a core
component of ML on large corpora of texts and
is relevant to a number of text data processing
tasks (generation, translation, paraphrasing,
classification, etc.). The thesis is that, according
to O. Nikula (2023), the most productive method
for studying news is the use of NLG. At the same
time, F. Guo (2023) considers fine-tuned models
for classifying pairwise connections into trivial/
low or moderate/high empirical connections to be
a universal NLP tool.

M. Fazil et al. (2023) position BILSTM-RNNs
as such a tool, which updates existing methods of
representing words in a multichannel environment
with multiple filters with different kernel sizes to
capture semantic relations in different windows. It
is noteworthy that D. Arnfield (2023) proves in this
case the effectiveness of multilayer perceptron,
random forest, and multinomial naive Bayesian
classifiers trained on a bag of words and frequency-
inversion dense frequency transform terms of
documents in Fake News Corpus and Fake and
Real News Dataset.

At the same time, P. Kar, S. Debbarma (2023)
argue for the relevance of a three-stage methodology

Types of ML

With reinforcement
(from practice: on
your mistakes)

With the teacher
(from the task:
predicting the next
value)

Without the teacher
(from the data:
differentiation into
clusters)

Diagram 1. Types of ML
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based on FE-DGRNN: a) extracting multiple features
from a text data set mixed with codes; b) optimizing
the extracted features, which produces a preventive
solution to the problem of data dimensionality
at the stage of further detection; c) detecting hate
speech and analyzing sentiment based on it. In
addition, the typology of false data by S. Rastogi,
D. Bansal (2023) is also quite controversial, as it
seems incomplete (the latter can be explained by the
rapid development of such data), and the study by
S. Repede (2023) is too generalized due to certain
methodological gaps.

Thus, neural network modeling of the processes
of recognizing linguistic markers of the categories
of sense and absurdity in the context of working
with false data is based on NLP [V. Derbent-
sev et al., 2023]. An important task of the latter
is sentiment analysis, which is mostly studied
using Deep Learning (hereinafter — DL) models.
In particular, on the basis of Deep neural network
(hereinafter — DNN): CNNs, RNNs, and their
variants — Long short-term memory (hereinafter —
LSTM) with layers (hereinafter — CNN-LSTM)
and BiLSTM with CNN layers (BiLSTM-CNN).

From the perspective of linguistic pragmatics,
neural network models are able to recognize,
analyze and process streaming speech, literary
studies — to study the degree of expression and
features of semantic representation (morphological,
lexical, syntactic design of semantic cells),
science — to determine the primary source (author)
of text data, preventing academic dishonesty, etc.
In addition, the above-mentioned artificial neural
networks will significantly speed up scientific
linguistic research (in particular, work on research
topics of departments, divisions, etc.). This is
especially true in the context of rapid technological
development and the growth of research materials
and the specifics of their processing.

That is why the actualization of artificial neural
network models in text data mining is a modern and
promising area of linguistic (and other) research.
For instance, a thorough and comprehensive
analysis of large corpora of texts has an impact on
social, economic, educational, and other spheres.
In addition, the use of neural network models in
the process of processing data of various types
and kinds (including text) will help improve the
quality and accuracy of automatic translation and
verification of the accuracy of the information
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presented. It is also about taking into account the
peculiarities of recognizing language categories
and the specifics of the process of distinguishing
lexical items, semantics, etc. (in particular, in the
case of large amounts of analyzed data).

The theoretical significance of this research
will be a comprehensive study of the processes of
recognizing linguistic markers of the categories
of sense and absurdity in the context of working
with false data using neural network modeling
(in particular, the linguistic stylistic and lexical-
semantic features of the construction of linguistic
markers of the categories of sense and absurdity).
A systematic approach to this problem makes it
possible to generalize the practical principles of
linguistic pragmatics and outline the prospects
for studying the lexical and phraseological level
and style of such texts. The results of the study
are a contribution to computer and mathematical
linguistics, data science. At the same time, they
can serve as a basis for further development of the
methodology of linguistic and contrastive studies,
as well as the development of interdisciplinary
projects that will allow for more frequent use of
tools, methods, and theories of related subjects,
deepening their effectiveness.

Practical value. The observations and results of
the research can be used to study the methodology
for recognizing linguistic markers of sense and
absurdity in the context of working with false data;
in comparative studies of European and Ukrainian
strategies for countering disinformation; to analyze
the effectiveness of ML in analyzing, identifying,
and countering russian narratives; in studying
the use of various strategies for countering
disinformation in the context of ML and DS tools.

The main limitations of the research. Artificial
neural network models can make mistakes, giving
inaccurate results for certain tasks, since in order
to work properly with such models, it is necessary
to train them on a number of typical examples.
This is despite the fact that the same artificial
neural network models are also used to generate
the aforementioned data, which leads to the latter's
adaptability, accumulation speed, etc. Thus, the
process of training an artificial neural network is
quite lengthy and complex in preparing datasets (it
is important to understand the variety of false data
generated by the russian federation, which is also
constantly changing).
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Asfortheabove-mentioned linguistic categories,
in particular, the methodological features of neural
network modeling of the processes of recognizing
linguistic markers of the categories of sense and
absurdity in the context of working with false data,
artificial neural network models achieve greater
accuracy. However, we are only talking about
effective recognition and analysis of language
categories, sentiment analysis, hate speech
extraction, etc., but the truthfulness/falsity of data
is more difficult to implement. For example, RNNs
and a number of their modifications (LSTMs) and
networks with reproducible attention (Attention)
should be used for recognizing and classifying
lexical items, syntactic units, and parts of speech.

Instead, neural network algorithms (e.g.,
Word2Vec, GloVe) and transformer models (e.g.,
BERT) should be used to work with semantics
(in particular, sense). The former is capable of
performing the aforementioned vectorization
of textual data (transforming lexical units into
vectors representing the input information). In
turn, this allows us to study the peculiarities of
semantic representation and relationships between
lexical items, which is important in the context of
studying the coherence and factuality of textual
data. In addition, updating the above algorithms
is productive for contextual processing of such
data, which allows the researcher to visualize the
network of correlations between lexical items,
phrases, phrases, etc. Thus, this will allow us to
implement most of the above steps directly and,
indirectly, as one of the remaining ones.

Conclusions

Relevance. The full-scale invasion of Ukraine
by the russian federation has led to a change in the
political context in general and the information field
in particular. First and foremost, this concerns the
circulation of a large amount of false information
(disinformation, misinformation, propaganda,
fakes, and, in the future, deepfakes).

Narratives that do not contain facts, evidence,
etc. have become a productive tool for actualizing
the above-mentioned type of data in the information
field. In turn, this makes them an important
component of the hybrid war against Ukraine and
an element of reflexive governance (influence on
decision-making through the above manipulations).
The above demonstrates the relevance of the study,
namely, the need for modern tools for analyzing,
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tracking, counteracting, etc. false data in the form
of neural network modeling of language marker
recognition processes.

The obtained results demonstrate the potential
of neural network modeling in recognizing
linguistic markers of the categories of sense and
absurdity in the process of working with false
data in the context of NLP. This is because the
above-mentioned artificial neural network models
allow us to more thoroughly track the specifics of
fluctuating changes in the intended sense: we are
talking about a system of correlations between
words, phrases, sentences, etc. In turn, the latter will
facilitate the identification and study of linguistic
categories in the context of linguistic pragmatics,
in particular, the peculiarities of their existence in
the environment of true/false data.

Main conclusions. The methodology of neural
network modeling of the processes of recognizing
the linguistic categories of sense and absurdity in
the process of working with false data is a complex
problem that has no clear solution. This is due to the
existing poly-instrumentalism when the solution of a
particular problem can be achieved in different ways
(types of artificial neural networks, types of actualized
layers, originality of the combination, specifics of the
learning process, etc.) The presented study represents
one of the ways to build this process, which the author
considers promising for further work in the context of
combating data manipulation and falsification.

The research is useful for use in the educational
process: theoretical and special courses on ML,
DS, NLP, text linguistics, lexicology, lexicography,
comparative stylistics, language culture, and
philosophy of language.

Prospects for further research lie in the
fundamental analysis of the possibilities of
using neural network modeling of the linguistic
categories of sense and absurdity in the process of
working with false data, in particular: a) to identify
artifacts (anomalies) in text and multimedia data:
thus, artificial neural networks can be trained to
track such artifacts and correlations in data, with
subsequent detection of deviations from the built
templates of certain data, which is essential for
this process; b) to generate the above artifacts
(anomalies) in text and multimedia data: the process
is the opposite of the first point, but productive for
it, since the ability to produce artifacts produces
the possibility of their more accurate localization.
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OCOBJHMBOCTI HEHPOMEPEXEBOI'O MOJIEJIIOBAHHSA ITPOIIECIB
PO3MI3HABAHHS JIHITBICTUYHHUX MAPKEPIB KATETOPI CMUCJTY
TA ABCYPAY B KOHTEKCTI POBOTH 3 HEITPABJIUBUMHU JAHUMHU

[ToBHOMacIITAOHE BTOPTHEHHS pociiichkkoi (enepalrii Ha TepuTOpit0 YKpaiHu MaJio 1y HU3KY HACJIJIKIB TeOmnoi-
THYHOI 1 BHYTPIITHBO/IEPKaBHOT IPUpo . OTHAM 3 TIPOSIBIB TAKMX HACHIIKIB 000X BHIIE3a3HAUYCHUX PIBHIB CTaja 3MiHA
Cy4acHOTO iH(OPMAILiHHOTO CepepOBHIIA ITiJl BINIMBOM aKTyali3alii YUCICHHUX POCIHCHKUX HapaTHBIB. 3aKOHOMIpHO,
1[0 HACTIAKOM (DyHKIIOHYBAaHHS TAKMX HETIPABAMBHX JAAHHUX Ma€ CTaTH OCIAONCHHS, BPA3NUBICTh YKpaiHIIB O MaHiIy-
TS, nesindopmarii Tormo.

OcTaHHi Penpe3eHTOBAHO Y 0COOIMBOCTSIX aKTyanli3allil BUIE3a3HAUCHHUX JAHHUX 3 HEMPABAUBOIO, IiepOoIi30BaHOI0,
nepekpydeHoro Tomo iHpopmaniero. Lle, CBO€ ueproro, 3yMOBIIOE aKTyaJbHICTh Ta HarajJbHICTh MpoOIeMH iX moly-
TYBaHHS B KOHTEKCTI pociiicbkoi aesnHpopmarii, Mizindopmanii nponaranau ta ¢eikis (a Takox qunQeinKis), a TaKoxK
BUPOOICHHS IHCTPYMCHTAPIIO IS IX aHAII3Y 3a]UTs HOTIEPEIKEHHS 1X JeCTPYKTHBHOTO BILIUBY.

Vinerscs npo mpupoxy MoBHOI mosicuctemu Ta Natural Language Processing (mami — NLP) sk iHCTpyMeHTH Jist
00pOOKH MOBHHUX JIaHHX 3 METOI MOJAJBIIOr0 BUKOpUCTaHHS y porieci Machine Learning (nani — ML) Ta anamizy 3a
JIOTIOMOTO10 IITYYHOT HeHpOHHOT Mepexi. Lle BekTopu3aliis, TOKeHi3allis, JeMaTn3ailis, MOBJIeHHEBHH iHTepdeiic (Google
Assistant Ta iH111), aBToMaryanid epexnan (Google Translate, Reverso, DeepL Tomio) Ta inmi manpsmu. [IpupomnHo,
110 BUIE3a3HAYEHE JIOCITIPKEHHS Ha0yBae 0COONMBOT aKTyaJbHOCTI IIe ¥ Y KOHTEKCTI 03Ha4eHOI TiOpHIHOT MPUPOIH
pociiicbKo-yKpaiHChKOi BiffHH, B MEKax SIKOi y MemianpocTopi (iHTepHeT-AUCKypCi) GyHKIIOHYIOTH LT TpoHa (heHKOBHUX,
BUKPUBJICHUX, BIACHE HETIPABIANBUX Ta IHIINX TaHUX.

Came TOMy y CBOEMY JIOCITI/DKEHHSI MU IIPOAHATi3yeEMO OCHOBHI MUTaHHS JOTHYHI 10 MPOOIEMH METOOIOTIYHIX 0CO-
OnuBocTell HellpoMepexeBOro MOZICIIOBAHHS MPOLECiB PO3Mi3HABAaHHS MOBHMX MapKepi KaTeropiit cMuciy i abeypay,
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3BEpHYBIIH yBary Ha iX MPHUPOJLY, B3AEMOBILIHIB i B3a€MO3YMOBIICHICTb, TIEPIIOPSIHICT Ta COLIOKYIBTYPHY 3HAUYIIICTh
JUTsL YKPaiHCBKOTO cycIinbeTBa. OKpiM TOro, Hamu OyJie po3MISIHYTO crienudiky BUIE3a3HaYE€HOTO MPOLIECy B KOHTEKCTI
po0OTH 3 HEMPABAUBUMH JIAHUMH (A€31H(POPMAIIi€I0), @ TAKOXK BIJIUB OCTAHHIX HA HOTO TIepelir.

KurouoBi c10Ba: minrsicTrka, 00poOka MpupogHOi MOBH, TEKCTOBI JIaHi, ITYYHI HEHPOHHI MepexKi, MAIINHHE HABYAH-
Hsl, METOJIOJIOTisl HeHPOMEPERKEBOrO MOIEIIOBAHHSL.
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