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INNOVATIVE LANGUAGE TECHNOLOGIES AND ARTIFICIAL INTELLIGENCE:
DEVELOPMENT AND APPLICATIONS BY THE POLYHEDRON PLATFORM BASED
ON UKRAINIAN LEXICOGRAPHIC THEORIES

The article presents a comprehensive approach to the creation and implementation of intelligent language technologies
developed by the authors of POLYHEDRON, which are based on the fundamental lexicographic theories devised by
the Ukrainian Lingua-Information Foundation of the National Academy of Sciences of Ukraine. The authors focus on
the POLYHEDRON technology family, which encompasses tools for lexicographic and corpus-based text processing,
systems for parsing files in various formats, modules for morphological and semantic analysis, as well as innovative means
for constructing dynamic ontologies and decision support systems. This enables a multilayered processing of natural
language (Ukrainian, English, Russian, French, German, and Italian) and the creation of scalable information resources
geared toward both scientific and practical applications.

The central element of the study is a hybrid architecture that combines statistical methods (deep neural networks
of the transformer type) with lexicographic-ontological models. This approach allows for the effective simultaneous
analysis of both the syntactic and semantic structure of sentences, the revelation of latent relationships between terms
and concepts, and the formation of dynamic ontologies that are continuously updated based on new textual data. The
work especially emphasizes the role of dynamic knowledge compression technologies, which ensure optimized storage
and processing of information, thereby enabling the use of models with a smaller footprint without a loss in analytical
accuracy.

One of the key application areas for the described technologies is the automated monitoring and analysis of large volumes
of text, including legal documents, scientific and technical publications, media materials, etc. For this purpose, dedicated
parsing subsystems (MxParse, MxDocArch, OCR modules) have been developed that support DOC, PDF, TXT, HTML,
and other formats, as well as recognize scanned images and audio/video files. The “AVALANCHE” and “INVISIBLE”
technologies, developed by the authors, play an important role by providing unique capabilities for the rapid indexing
and retrieval of data in multilingual corpora: the former is responsible for the persistent storage of billions of objects on
disk, while the latter efficiently manages large structures in volatile memory.
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The article also introduces the INTELLIGENCE-ANALYTICS platform, which integrates three key components:
a neural network, an ontological module, and multi-criteria decision analysis (MCDA) mechanisms. This integration
makes it possible to identify non-obvious relationships between documents, prioritize among various alternatives,
and generate flexible analytical reports to support real-time decision-making. Promising application areas include national
security, education, legal expertise, scientific research, and information management in large organizations.

The authors emphasize the critical importance of developing proprietary national language models, particularly for
the Ukrainian language, that can be competitive with foreign counterparts. The proposed concepts demonstrate that
the integration of a lexicographic-ontological approach with modern neural algorithms maintains the quality of processing
while reducing model size and computational resource requirements. This is particularly relevant given the limitations
of targeted funding and infrastructural challenges.

Thanks to the conducted research and collaboration with partners from scientific and educational institutions,
unique developments have been achieved that are capable of accelerating the digitization of documents, supporting
the development of high-tech products in Ukraine, and strengthening information security. The article underlines the need
for consolidating scientific and technological potential, establishing public—private projects, and expanding cooperation
between NAS Ukraine institutions, universities, and the private sector. The authors see this as the main impetus for
creating an integrated language-information ecosystem capable of addressing the intellectual challenges of modernity
and stimulating scientific and technological progress in the country.

Key words: artificial intelligence methods; natural language processing; lexicographic technologies; dynamic
ontologies; morphological and semantic analysis; neural networks; multi-criteria decision analysis; POLYHEDRON.

Problem statement. The issue of developing Particular attention should be paid to the need
and implementing artificial intelligence methods  for the national information and software solutions
in linguistically oriented areas of information tech-  in this area, for which we propose to use the family
nologies has traditionally been the focus of atten-  of information and linguistic software platforms
tion of the Ukrainian Language and Information = “POLYHEDRON™' based on the principles of nat-
Foundation of the National Academy of Sciences ural language and created at the National Academy
of Ukraine (ULIF). Among the linguistic scien-  of Sciences of Ukraine. These tools are capable
tific institutions and centers of Ukraine, UMIF  of providing a modern, highly efficient and high-
thoroughly embodies its achievements in com- tech basis for linguistic support of the legal and reg-
puter linguistic technologies and systems, ensur-  ulatory process and helping to overcome numer-
ing the functioning and access of Internet users to  ous systemic shortcomings of the domestic legal
more than 60 electronic dictionary and other lan-  and regulatory base under the following conditions:
guage and information systems, as well as objects ~ comprehensive application based on intellectual-
of the National Dictionary Database (1, 2, 3,4, 5).  ization, virtualization and Big Data; the intellec-

Intellectual properties of language and develop-  tual substrate of which should be Large Language
ment of corresponding models and technological =~ Models; created on the instrumental basis of artifi-
tools in this field continue to be among the main  cial neural networks.
directions of scientific activity of ULIF. As the fur- Research objectives: to highlight the main
ther course of events showed, the above-mentioned  methods of artificial intelligence, which have
scientific approaches and results obtained at ULIF ~ been developed and practically implemented by
turned out to be extremely effective in the field the Ukrainian Language and Information Fund
of artificial intelligence and recently demon-  of the NAS of Ukraine; to characterize the tech-
strate great relevance and prospects. The men-  nological groups of the POLYHEDRON technol-
tioned issues, additionally actualized by the sit-
uation around the national security and defense 0. E. Siyzhak, V. Yu. Velychko, V. V. Prykhodniuk, M. V. Nadutenko,
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. cer - .. . . Globa L. S., Gladun O. V., Popova M. A., Shevchenko L. L., Malakhov
the issue “Linguistic dimensions of the problems K. S. Computer program "Cognitive IT platform POLYHEDRON
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ogy family and their capabilities in the formation
of multi-layer linguistic corpora, which technolog-
ically facilitates decision-making processes.

Results and Discussion.

FAMILY OF TECHNOLOGIES “POLYHE-
DRON”?

Some of the work in this area is carried out
in cooperation with the V. M. Glushkov Institute
of Cybernetics of the National Academy of Sciences
of Ukraine (O. V. Palagin, National Academy of Sci-
ences of Ukraine) and the Scientific Center “Junior
Academy of Sciences” of the Ministry of Education
and Science of Ukraine and the National Academy
of Sciences of Ukraine (O. E. Stryzhak, Doctor
of Technical Sciences). The vast majority of this
work is concentrated around the POLYHEDRON
family of information and linguistic technologies
created in the process of this cooperation, which
was discussed above.

1. Lexicographic technologies

Search technologies. Technologies for working
with web protocols and parsing web resources. Sys-
tem architecture: based on the technology of lexi-
cographic environments and agents (L-agents). It
is: a system of L-agents: a leader of the crawler
working group, a set of crawler templates, a system
for managing crawler working environments, a set

FAMILY OF TECHNOLOGIES
“POLYHEDRON”

1 2 3 4 5
DECISION-

LEXICOGRAPHIC PARSING CORPORA ONTOLOGICAL MAKING

TECHNOLOGIES TECHNOLOGIES TECHNOLOGIES ANlé ﬁfEHCIFéPT- SUPPORT
TECHNOLOGIES TECHNOLO

of ARTIFICIAL GIES of

INTELLIGENCE ARTIFICIAL

INTELLIGENCE

of L-agents of format processors (HTML, text,
xml, json, SiteMap, documents in various formats
via an interface to “MxDocArch” and “MxParse”
(mht, rtf, pdf, doc, docx, odt, xls, xIsx, csv, DjVu,
epub, b2, fb3, txt, msg, zip, rar). Additional tech-
nologies used: technologies of universal document
architecture “MxDocArch” (see below); tech-
nologies of parsing file formats “MxParse” (see
below); technologies of determining the language
of the text (based on dictionaries of N-grams in
ontological form (dictionaries of n-garam of 82 lan-
guages from WikiPedia); technologies of determin-
ing the encoding of the text (based on dictionaries
of encoding samples (encoding sample dic); tech-
nologies of optical recognition of documents OCR.

Assignment: automatic collection of documents
in various formats from various remote sources,
Internet sites, etc. Finding the necessary data
sources on the Internet (based on solving a multi-
criteria optimization problem) and building optimal
ways to bypass these sources by a crawler. The
possible multi-criteria optimization for crawler
path selection is defined as:

n

rppei;;Z c; (P), subject to constraints G;(P) < 0, Vj,

i=1

Fig. 1. Technological groups in the structure of the POLYHEDRON technology family

2 0. E. Stryzhak, V. Yu. Velychko, V. V. Prykhodniuk, M. V. Nadutenko,
V. V. Gorborukov, O. V. Franchuk, S. O. Dovgiy, O. V. Lisovyi,
Palagin O. V., Sergeyko I. V., Shirokov V. A., Romanenkov Yu. O.,
Shostak 1. V., Potapov H. M., Filisteev D. A., Chepkov I. B., Gupalo
A. Y., Globa L. S., Gladun O. V., Popova M. A., Shevchenko L. L.,
Malakhov K. S. Computer program "Cognitive IT platform
POLYHEDRON (CIT POLYHEDRON)". Certificate of copyright
registration No. 96078 (2020).

where:

P is a path or a set of paths for the crawler,

c(P) is a cost function (e.g., time or resource
consumption) for path P,
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G (P) are constraint functions (e.g., bandwidth
limits).

Potential fundamental and applied
thematic areas: Research based on the theory
of lexicographic systems of general methods
for parsing lexicographic systems and cognitive
generalization of their structures.

2. Parsing technologies

2.1. File format parsing technologies
“MxParse” and universal document architecture
technologies “MxDocArch”

System architecture: based on a modular
approach. It is: a universal document architecture
interface, procedures for working with document
architecture and a set of document processing
modules in various formats (mht, rtf, pdf, doc,
docx, odt, xIs, xIsx, csv, DjVu, epub, b2, b3,
txt, msg, zip, rar). It is part of the subsystem:
POLYHEDRON-Crawler.

Assignment: automatic selection of text
and other structural data (sections, pages, headings,
subtitles, tables, lists, figures, styles, footnotes,
etc.) from documents in various formats for
presentation in a single document architecture for
the purpose of further processing.

Possible fundamental and applied
thematic areas: Research based on the theory
of lexicographic systems of general methods
for parsing lexicographic systems and cognitive
generalization of their structures.

2.2. Optical Document Recognition (OCR)
Technologies

System architecture: based on a modular
approach. It consists of: a universal document
architecture interface and a set of modules for
processing scanned documents in PNG, TIFF,
JPEG, PDF and other formats (using the Tesser-
act Open Source OCR Engine library) in combi-
nation with original development of integration
modules and original recognition dictionaries in
the Ukrainian language.

Included in the
DRON-Crawler.

Additional technologies used: technologies for
determining text encoding (based on dictionaries
of encoding samples (encoding sample dic), tech-
nologies for determining text language (based on
dictionaries of N-grams in ontological form (dic-
tionaries of n-garam of 82 languages from Wiki-
Pedia).

subsystem: POLYHE-
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Assignment: automatic selection of text
and other structural data (pages, headings, sub-
titles, tables, lists, figures, styles, footnotes,
etc.) from scanned documents in PNG, TIFF,
JPEG, PDF and other formats for presentation
in a single document architecture for further
processing.

Possible fundamental and applied thematic
areas: Research based on the theory of lexico-
graphic systems of general methods for parsing
lexicographic systems and cognitive generaliza-
tion of their structures.

2.3. Speech Recognition Technologies (under
development).

System architecture: based on a modular
approach

Represented by: a set of modules for process-
ing sound and video files in WAV, MP3, MP4,
WMA, OGG and other formats (using the Open-
Speech library) in combination with the origi-
nally developed integration modules and original
dictionaries and recognition models in Ukrainian
language. Included in the subsystem: POLYHE-
DRON-Crawler.

Additional technologies used: technologies for
building language models using accent dictionar-
ies from individual languages (based on dictionar-
ies in ontological form).

Assignment: automatic extraction of text
and other structural data from sound and video files
for presentation in a single document architecture
for the purpose of further processing.

The probabilistic approach to OCR or speech
recognition is defined as:

P(recognized | input) =

m
= arg max 1_[ pi (w; | input),
i=1
where:
input is the image or audio signal,
w is a sequence of words (or characters),
p, is the probability model for each segment i.
Possible fundamental and applied thematic
areas: Research based on the theory of lexico-
graphic systems of intelligent speech-information
interfaces.
3. Linguistic Corpora Technologies
3. 1. Technologies of linguistic-semantic Analy-
sis and Indexing
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System architecture: based on the technology
of lexicographic agents (L-agents) and environ-
ments).

Represented by: a system of L-agents: a leader
of the indexer working group, a set of indexer
templates, a system for managing indexer work-
ing environments, a set of L-agents of processors
of structural analysis, morphological analysis,
lexical analysis, semantic analysis, a multi-index
database management agent, virtual working envi-
ronments, virtual storage (using unique Persistent
Storage Technology, called <AVALANCHEY), vir-
tual memory addressing (using unique In-Memory
Storage Technology, called «INVISIBLE»). It is
part of the subsystem: POLYHEDRON:-Indexer.

Software libraries: .NET Framework 4.7-4.8,
Net Core 5.0-6.0, ICU 70 Unicode 14 graphe-
matic analysis modules, tokenization modules
(author’s development), pre-morphanalysis mod-
ules (author’s development), syntactic analysis
modules (author’s development), concept analysis
modules (author’s development).

Dictionary systems: morphological dictionaries
of Ukrainian, Russian, English languages (in
Hunspell format and binary format) — author’s
development, C# (Ukrainian Language
and Information Fund (ULIF) of the National
Academy of Sciences of Ukraine®. ULIF ofthe NAS
of Ukraine is one of the developers of dictionary
systems for the “Ruta-Play” system.

Additional technologies used: technologies for
building language models using accent dictionar-
ies of every single language (based on dictionaries
in ontological form); technologies for automatic
analysis of synonym equivalents of language con-
structions in Ukrainian, English, Russian, French,
German and Italian languages, unique Persistent
Storage Technology “AVALANCHE”, unique
In-Memory Storage Technology “INVISIBLE”.

Assignment: automatic morphological
and semantic analysis and indexing of texts in nat-
ural language (Ukrainian, English, Russian, French,
German and Italian) with full-text search capa-
bilities in the specified languages for the purpose
of further processing; presentation of the syntac-
tic and semantic structure of sentences; automatic
selection of contexts in which multi-word terms are
used; selection of given semantic relations; forma-
tion and display of dynamic thematic classifiers, cat-

3 https://Icorp.ulif.org.ua/dictua/ , https://Icorp.ulif.org.ua/.
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alogs and registers of information resources; (index-
ing of information arrays; Thematic classification
of information arrays and documents; automatic
creation of dynamic thematic classifiers, catalogs
and registers of information resources; aggregated
representation of information resources); automatic
definition of contextual connections between terms
from different documents. This allows to reveal hid-
den connections between objects and events that are
described in different documents of the POLYHE-
DRON database.

The morphological
expressed as:

tagging approach is

Tag(w) = argrPeaTxP(t | w,context),

where:

w is a token,

T is the set of possible tags,

P(-) is the probability derived from a morpho-
logical or semantic model.

Possible fundamental and applied thematic
areas: integration of corpora L-systems based on
the theory of lexicographic environments; creation
of virtual terminology systems and dictionaries
by fields of knowledge (creation of the necessary
terminological multilingual dictionaries and dic-
tionaries of named entities in ontological format);
development of an integrated dictionary base for
intellectual cognitive analysis (creation of the nec-
essary integrated semantic-grammatical multilin-
gual dictionaries in ontological format).

Unique Persistent  Storage  Technology
«AVALANCHE»

Represented by: developed by the authors
algorithm for omitting data from sheets and custom
caching, along with variable-length data encoding
(speed is 100 times faster than other NOSQL
solutions and regular B+-trees).

Assignment: to permanently store billions
of objects (with complex structure) on disk. It is
part of the subsystem: POLYHEDRON-Indexer.

3.3. Unique In-Memory Storage Technology
«INVISIBLE»

Represented by: a progressive variation
of the 1z4 algorithm in combination with variable-
length data encoding, plus invisible to the system
garbage collector (access speed is higher than other
solutions (such as MemCache, Redis, etc.).

Assignment: To permanently store billions
of objects (with a complex structure) in memory
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for a long time). It is part of the subsystem:
POLYHEDRON-Indexer.

3.4. Automatic Analysis of Synonym Equiva-
lents of Language Constructions Technologies
in Ukrainian, English, Russian, French, German
and Italian Languages

System architecture: based on a modular
approach. Presented by: aset of processing modules.
Included in the subsystem: POLYHEDRON-
Indexer.

Dictionary systems: dictionaries of synonymous
equivalents of Ukrainian, English, Russian,
French, German and Italian languages
author’s development, C# (Ukrainian Language
and Information Fund of the National Academy
of Sciences of Ukraine).

Assignment: for automatic synonymous analysis
of equivalents of language structures in Ukrainian,
English, Russian, French, German and Italian. Used
for semantic translation of search queries and when
comparing multilingual lexical structures.

The simplified synonym matching criterion is
defined as:

1,
0,

_ if SemDist(u, v) < 6,
SynMatch(u, v) = { otherwise,

where:

SemDist(u, v) is a semantic distance function
between two lexical items u and v,

0 is a matching threshold.

Possible fundamental and applied thematic
areas: integration of corpus L-systems based
on the theory of lexicographic environments;
creation of virtual terminology  systems
and dictionaries by branches of knowledge
(creation of the necessary terminology multilingual
dictionaries and dictionaries of named entities in
ontological format); development of an integrated
dictionary database for intellectual cognitive anal-
ysis (creation of the necessary integrated seman-
tic-grammatical multilingual dictionaries in onto-
logical format).

4. Ontological and Conceptographic
Technologies of Artificial Intelligence

4.1. Conceptographic cognitive technologies.
Knowledge Understanding and Dynamic Ontolo-
gies Generation technology.

System architecture: based on a modular
approach.

Represented by: a set of processing modules.
Included in the subsystem: Conceptographic
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analysis system. Additional technologies used:
GT-DMX-PQC  Generative  Transformer
Dynamic MiXed Precision&Quantization&Comp
ression.

Dictionary systems: dictionaries of synonymous
equivalents of Ukrainian, English, Russian,
French, German and Italian languages — authors’
development, C# (ULIF); dictionaries of named
entities (authors’ development), C#.

Assignment:  automatic  conceptographic
analysis of natural language text documents in
Ukrainian, Russian and English, which includes:
means of automatic detection of named entities
and semantic relations and means of automatic
establishment of key semantic concepts
of the text of the subject area using dictionary,
corpora and machine learning technologies,
generation of dynamic ontologies.

Possible fundamental and applied thematic
areas: integration of corpus L-systems based on
the theory of lexicographic environments; creation
of virtual terminology systems and dictionaries by
branches of knowledge (creation of the necessary

terminological multilingual dictionaries
and dictionaries of named entities in ontological
format).

Development of an integrated dictionary
base of intellectual cognitive analysis (creation
of the necessary integrated semantic-grammatical
multilingual dictionaries in ontological format).

4.2. GT-DMX-PQC Generative Transformer —
Dynamic MiXed Precision & Quantization &
Compression

System architecture: based on lexicographic
agent (L-agent) and environment technology.
Included in the subsystem: Conceptographic anal-
ysis system.

Software libraries: .NET Framework 4.7-4.8,
.Net Core 5.0-6.0.

Represented by: Generative Transformer —
Dynamic MiXed Precision&Quantization&Com-
pression (GT-DMX-PQC ) is a deep neural net-
work based on the architecture of a transformer
decoder (and encoder, if necessary), which sup-
ports dynamic tensor operations using MKL
and CUDA, dynamic precision mixing for oper-
ations with FP32, FP16 and Int8 and dynamic
quantization for tensor manipulation, dynamic
knowledge compression and outlier elimination
technology. GT-DMX-PQC also uses Senten-
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cePiece or ICU tokenization, Adam optimization,
attention equalization and a gradient distribution
and synchronization mechanism between multiple
GPUs and CPUs.

Dynamic knowledge compression is a tech-
nology that allows you to extract the structure
of concepts from any text and compare it with
the concepts of the base and dynamically extended
ontology, as a person does with a dictionary. Exist-
ing static base knowledge will be compressed as
much as possible. Uncertainties will be interpreted
with a lower level of compression depending on
the required level of detail.

Assignment: Support for the processes of under-
standing and knowledge generation for the gener-
ation of dynamic ontologies (automatic detection
of named entities and semantic relations and means
of automatically establishing key semantic con-
cepts of the text of the subject area).

4.3. Dynamic Ontologies

We use a transformer generating network to
automatically generate a structure over a text (or
context) based on our own, developed at the ULIF
system-linguistic approach, according to which:

* The text is interpreted as a Substance.

* The formed Structure corresponds to the Sub-
ject’s point of view, and expands and complements
it. The set of Subject’s points of view is given in
the form of basic ontologies.

* The basic ontology is linguistic and is cre-
ated using lexicographic technologies. The main
sources of basic ontologies are explanatory dic-
tionaries and terminological dictionaries. Using
the general laws of constructing ontologies based
on dictionaries, it is possible to automatically build
dynamic ontologies from any texts. Thus, from
texts (represented in the form of ontologies) it is
possible to automatically build a dynamic picture
of the world using dynamic compression of knowl-
edge.

Consequently, dynamic knowledge compres-
sion is a linguistic and information technology that
allows you to expound the structure of concepts
from any text and compare it with the concepts
of the basic and dynamically extended ontology,
like a person does with an explanatory dictionary.

The concept-scoring approach is defined as:

k

ConceptScore(c) = Z a; - freq(c, Dy),

=1
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where:

c 1s a concept,

freq(c, D)) is its frequency (or relevance) in doc-
ument D,

a, are weighting coefficients.

Existing static knowledge base will be com-
pressed as much as possible. Uncertainties will
be interpreted with a lower level of compression
depending on the required level of detail.

Dynamic ontologies and dynamic knowledge
compression are key features of our hybrid lexico-
graphic approach to artificial intelligence. In this
way, it is possible to achieve Al parameters that
are no worse than those known (GPT class, etc.)
using an order of magnitude smaller neural net-
works and a set of dynamic ontology constructors
and dynamic knowledge compressors.

4.4. Control Ontology Technology

System architecture: based on a modular
approach.

Represented by: control ontology is a tech-
nological solution for formalizing a certain pro-
cess. Designed for formalizing a subject area by
an expert (or, if possible, automatically), focused
on specific specialized software tools: structuring
subsystem; display subsystem; the ontological
process mapping component; display component
of transdisciplinary integrated arrays; display com-
ponent of GIS applications. Included in the subsys-
tem: POLYHEDRON-Ontology.

Assignment: culturing weak and unstructured
information using specialized rules specified in
the format of A-expressions; taxonomic (hierarchi-
cal) representation of the structure of information
arrays presented in Ukrainian, Russian and English.

The schematic ontology set definition is
expressed as:

Ontology(C) = -61{01' | $(0;,C) =1},

where:

C is a set of concepts,

O, are candidate ontology elements,

¢ is a truth function indicating which elements
belong in the ontology for C.

Possible fundamental and applied thematic
areas: theory of lexical-concept graphic systems
and its application; creation of digital virtual
terminology systems and dictionaries by fields
of knowledge (creation of the necessary termino-
logical multilingual dictionaries and dictionaries
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of named entities in ontological formats); develop-
ment of a digital integrated virtualized dictionary
base for intellectual cognitive analysis (creation
of the necessary integrated semantic-grammatical
multilingual dictionaries in ontological formats);
research on formal principles of building dynamic
ontologies based on explanatory dictionaries
(hyper chains, hyper cycles, etc.).

Decision-Making ~ Support
of Artificial Intelligence

5.1. Technology of Multi-Criteria Ranking
of Alternatives Represented by Ontology Objects

System architecture: Three-Tier Architecture.
Represented by: ontology-oriented MCDA-system
for solving decision-making problems. It is part
of the subsystem: POLYHEDRON-Alternative.

Assignment: the implemented services provide
the decision-maker (DPM) with a wide range
of opportunities for formulating and solving
decision-making problems. The information
environment of these problems is formed on
the basis of an ontological description of the subject
area. This allows the DPM to automatically receive
a list of indicators for the selected problems that
characterize the given alternatives and their values.
Further, the decision-making process depends on
the specific goal of the DPM and involves solving
the following types of problems:

» ranking of alternatives (objects, strategies,
development paths, etc.); the available initial
set of alternatives is arranged in such a way that
the decision-maker has the opportunity to assess
the impact of each option (alternative) and on this
basis make the optimal decision;
ranking of alternatives calculation
of rating scores based on the user-selected system
of preferences for a set of criterion functions;

« rational choice — establishment of the best
(worst) alternative taking into account the user-
selected subsets of criteria;
multi-criteria ~ comparative  analysis
of alternatives based on a visual representation
of solutions to decision-making problems
for different subsets of criteria depending on
the intentions of the decision-maker.

The multi-criteria ranking is defined as:

m
Rank(aj) = Z Wk * Sjk
k=1

Technologies
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where:

o, is an alternative,

Sy 1s its score under criterion £,

w, is the weight for criterion £.

Possible fundamental and applied thematic
areas: development of models, mathematical
and software for solving direct and inverse multi-
criteria ranking problems.

Artificial Intelligence Platform
INTELLIGENCE-ANALYTICS
INTELLIGENCE-ANALYTICS (1A) is

an intellectual platform developed on the basis
of the POLYHEDRON family of technologies,
with a component architecture of cognitive services
that implement semantic-linguistic and conceptual
analysis of large volumes of information, namely:
narratives, documents and tabular data, identification
of logistical relationships between them, evaluation
criteria and decision-making support, etc. The services
of the Al platform implement cognitive functions from
categorization and structuring of narratives and data
to identification of criterion indicators and selection
of methods to support decision-making processes.
These processes are represented by the following
technological chain: documents — linguistic corpus
— neural network formation — semantic analysis —
ontology generation — identification of evaluation
criteria — generation of analytical platforms for
evaluation and decision-making.

The platform functionality has a hybrid format,
consisting of three circuits: neural network —
ontologies — multi-criteria analysis.

Technologically, the Al platform includes a set
of cognitive services capable of automatically,
using machine learning, generating ontologies
for each document being analyzed, as well as for
groups of a large number of documents. When
generating document ontologies, the Al platform
detects attribute data that characterizes all objects
that make up the content of documents both
quantitatively and qualitatively.

Neural networks provide the detection of deep
inter-contextual connections between different
documents with different semantic distances. This
will ensure the fixation of hierarchies between
objects that make up the content of documents.

The hybrid architecture of the AI platform
provides the formation of multi-layered linguistic
corpora, which technologically facilitates decision-
making processes.
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Currently, we have developed the following
groups of cognitive services:

— formation of neural networks on the subject
of the content of these documents;

— linguistic-semantic analysis of documents;

— conceptographic analysis of documents;

— identification of attributes of objects that
make up the content of documents;

— selection of criteria for evaluating objects that
make up the content of documents from attributes;

— generation of ontologies for each document
and for groups of documents;

— generation of analytical platforms for
supporting decision-making processes based on
the identified criteria;

— selection of decision-making methods within
the conditions of the posed problem/task.

Services implemented on the Al platform
provide the ODA with a wide range of opportunities
for formulating and solving decision-making tasks.
This allows the ODA to automatically receive a list
of indicators for the selected tasks that characterize
the given alternatives and their values.

The schematic representation of the hybrid Al
platform is:

HybridAI(documents) = (NeuralNetwork +
OntologicalModule) + MultiCriteriaAnalysis.

Conclusions. Intellectualization and virtualiza-
tion of linguistic research is as important and rele-
vant as the creation of intellectual information tools
based on natural language. It is worth constantly
remembering that “...intelligence is a form of indi-
vidualization of systems, which is inherent in lan-
guage status”. And the creation of the Ukrainian
version of the Large Language Model should
be perceived as one of the most important tasks
of the Ukrainian state in the scientific and techno-
logical sphere.

We define a new research paradigm of linguistics
adequate to modern challenges as informational-
evolutionary-phenomenological, referring
the reader to the works for details of its content®.

* Software products: URL: https://central.ulif.org.ua/
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From the above, it follows that there is a need
to have our own, national tools for conducting
linguistic  research and creating relevant
intellectual technologies. As far as we know,
only the POLYHEDRON family of information
and linguistic technologies can serve as a prototype
of such tools today.

We emphasizethatall the examples of intellectual
linguistic and information technologies given here
were created practically without targeted funding,
as part of the creative initiative of the authors
of the specified developments. It should be noted,
however, that the relevant theoretical and model
basis for their creation was developed in accordance
with the scientific plans of ULIF, and the National
Center “JuniorAcademy of Sciences” ofthe Ministry
of Education and Science of Ukraine.

Despite this, a number of practical tasks in
the field of intellectual information processing
are undoubtedly successfully solved by existing
Al tools. Given the critical importance of creating
and implementing Al tools in scientific research
and information practice, as well as taking into
account the limited state funds for conducting
relevant research and development, from the above
we conclude that it is necessary to consolidate
the existing scientific and technological potential
of Ukraine in this area.

The corresponding proposal was formulated
in clause 3.2. of the resolution of the Presidium
of the NAS of Ukraine dated 15.11.2023 [6], as
the need to “Unify the scientific, technological,
human resources and material and technical
potential of the institutions of the National Academy
of Sciences of Ukraine, universities and private
structures in order to create an interdepartmental
association (in the form of a scientific
and technological corporation) on the basis
of public-private partnership to provide the sphere
of national security and defense of Ukraine with
modern intellectual language and information
means and technologies and effective interaction
with international structures in this field.”
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IHHOBAIIMHI MOBHI TEXHOJIOI'Ti TA IITYYHU IHTEJIEKT:
PO3POBKA TA 3ACTOCYBAHHS INIAT®OPMHU POLYHEDRON
HA OCHOBI YKPATHCBKHUX JIEKCUKOI'PA®GIYHUX TEOPIN

VY crarTi npeacTaBieHo KOMIUICKCHHH TiIX1/1 10 CTBOPSHHS Ta BIPOBA/DKCHHS 1HTEIEKTYalbHUX MOBHUX TEXHOJIOT1H,
po3podnenux aropamu POLYHEDRON, 1o rpyHTYI0ThCS Ha QyHIAMEHTAIBHUX JIEKCHKOTpadiuHUX TEOpisX, po3po-
OneHnx YkpaiHCBKMM MOBHO- iH(popMauifIHHM ¢onnom HAH VYkpainu. ABTOpH aKLIEHTYIOTb yBary Ha CIMEHCTBI TeX-
Hosorii POLYHEDRON, ske Bkmiodae 1HCprMeHTI/I IS IeKCHKorpadigHoro Ta KOPITYCHOTO OTPAIIOBAHHS TEKCTIB,
CHCTEMH MApCHHTY q)aymua pi3HUX (bopManB MOy MOp(bOJIOFO -CeMaHTHYHOTO aHaNi3y, a TAKOX IHHOBAIlI{HI 3aco-
Ou moOy1OBY IMHAMIYHUX OHTOJIOTIH i MIATPHUMKN NPUHHATTA pillleHb. 3aBIIKH LIbOMY 3a0e3nedyeThesi GararopiBHeBa
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00poOKa mprpoaHOi MOBH (YKpaiHCBKO, aHIMICHKOI, pOCIHCHKO1, PpaHIly3bK01, HIMEIBKOI Ta iTaiHCEKOT) Ta CTBOPEHHS
MacuITaboBaHKX 1H(POPMALIIHHIX pecypciB, OPIEHTOBAHHUX SK Ha HAYKOBHIA, TaK 1 HA IPUKIAIHIA BUKOPHUCTOK.

LleHTpanbHUI €EMEHT JJOCIIPKEHHS — MOpHIHa apXiTeKTypa, 0 00’ €Hy€E CTATUCTHYHI MeToau (TnOOoKi HeHpoHHI
Mepesxi THIy TpaHc(OopMepiB) i3 TeKCHUKOTpadidHO-OHTONOTTYHIMH MOASISIMH. TaKuit ImiXis J03BOJII€E BOHOYAC edek-
THBHO aHANI3yBaTH CHHTAKCUYHY i CEMAHTHYHY CTPYKTYDPY PEUCHb, BUSBIIATH JATCHTHI 3B’I3KH MiX TEPMiHAMH i KOH-
HenTamMmu Ta pOpMyBaTH JUHAMIYHI OHTOJIOT, SIKI TOCTIHO OHOBJIOIOTHCS HA OCHOBI HOBUX TEKCTOBHX JaHUX. Y Po0OOTI
0CO0JIMBO MiAKPECIEHO POJIb TEXHONOTIH JUHAMIYHOTO CTUCKAaHHS 3HaHb, SKi 3a0€3MeYy0Th ONTUMI30BaHe 30epiraHHs
Ta 00poOKy iH(opMarlii, 1ar0ur 3MOTy BUKOPUCTOBYBATH MEHIII 32 00CATOM HEHPOHHI MOJei 0e3 MOTripIuIeHHsS TOYHOCTI
aHaI3y.

OJHUM 13 KITIOUOBUX HAMPSAMIB 3aCTOCYBAHHS OMMCAHNX TEXHOJIOTIH € aBTOMAaTH30BaHNI MOHITOPHHT Ta aHai3 BEJHU-
KHX MaCHBIB TEKCTY, BKJIFOYHO 3 JOKYMEHTaMH MIPABOBOTO XapaKTepy, HAYKOBO-TEXHIYHUMH MyONiKaIlisIMy, MeJlia-Mare-
pianamu tomro. J{is 1poro Oyno po3podieHo okpemi migcuctemu napeudry (MxParse, MxDocArch, OCR-mosyi), 110
nigrpumyiots popmatn DOC, PDF, TXT, HTML Ta inmi, a TakoX po3Mi3HAIOTh BiACKaHOBaHI 300pakeHHs U ayaio/
Biieo-¢aitmu. BaxsmBy pons Bimirpaiots TexHomnorii «AVALANCHE» ta «INVISIBLE», po3pobneHi aBropamu, sKi
3a0e3MedyIoTh yHIKaNIbHI MOXKIMBOCTI I IIBU/KOI iHEKCAIIii Ta MOIIYKY JaHUX y 0araTOMOBHHX KOpITycax: HepIua Bij-
MOBI/Ia€ 3a MOCTiifHe 30epiraHHs MiNbSP/iB 00 €KTIB Ha JUCKY, a ApyTra — 3a e(heKTUBHY pOOOTY 3 BEIUKUMHU CTPYKTYpaMu
B OIEPATUBHIHN MaM’ATi.

V crarti takox npeactasieno miarhopmy INTELLIGENCE-ANALYTICS, mo noeqHye Tpu BaXJIHBiI CKJIag0Bi:
HEWPOHHY MEpeXy, OHTOJIOTIYHUI MOJYJIb 1 MEXaHi3MU MynbTuKpUTepianbHoro aHanizy (MCDA). Taka iHterpauis aae
3MOTY 3HAaXOIUTH HEOYEBHIHI 3B’ I3KH MK JOKyMEHTaMH, BU3HAYATH TIPIOPUTETH Cepel] MHOKHHH aTBTEPHATHB, @ TAKOXK
(opMyBaTH THYYKi aHATITHYHI 3BITH JJIsl IPUAHATTSA pillieHb y peanbHOMY Yaci. Cepell MepCceKTUBHUX HANPSMIB 3aCTO-
CYBaHHJ — rajly3i Hal[lOHAILHOT OE3IEKH, OCBITH, TIPABOBOI EKCTICPTU3H, HAYKOBHX JIOCITIIKEHb, & TAKOX 1HPOPMAIIHHOTO
MEHEIDKMEHTY Y BeJIMKUX OpraHi3allisx.

ABTOpH HAarOJNOIMIYIOTH HAa KPUTHYHIH BaXKJIMBOCTI PO3BUTKY BIACHUX HalliOHATFHUX MOBHHX MOJIETIEH, 30KpeMa yKpa-
THCHKOMOBHUX, SIKi MOKYTb OyTH KOHKYPEHTOCTIPOMOXKHIMH 3 3apyOKHUMH aHAJIOTaMH. 3alpoTOHOBaHI KOHIETIii i
TBEPAXKYIOTb, II0 YKOPIHEHHS JICKCHKOTpadivHO-OHTOIOTIYHOTO MiIX0Ay Pa3oM i3 Cy9aCHUMH HEHPOHHUMH aNrOpUTMa-
MHU JI03BOJISIE 30€PErTH AKICTh 0OPOOKH MpU 3MEHIIIEHHI PO3Mipy Mojiesield Ta 00YnCIioBanbHUX pecypciB. Lle ocobmiBo
aKTyaJbHO 3 OIVIAAY Ha OOMEXKEHHS IIIb0BOTO (piHAHCYBAHHS Ta iHMPACTPYKTYPHI BUKIIHKH.

3aBasSKH IPOBEACHUM JOCTIPKEHHAM Ta CIIBIIpalli 3 HapTHEPAaMH 3 HAyKOBUX 1 OCBITHIX YCTaHOB CTBOPEHO YHIKaJIbHI
HAMPAIFOBAHHS, K1 3/1aTHI IPUCKOPUTH TEMIH ONU(PyBaHHS JOKYMEHTIB, MiATPUMATH PO3BUTOK BUCOKOTEXHOJIOTIYHHUX
HPONYKTIB B YKpaiHi Ta 3MinHUTU iHQOpMaIiiiHy Oe3meky. Y cTarTi miKkpeciaeHo moTpedy KOHCOMinalii HayKoBO-TeX-
HIYHOTO MOTEHIliay, ()OPMyBaHHS JIEPKABHO-IIPHBATHUX TIPOEKTIB 1 pO3MIMPEHHS MapTHEPCTBa Mixk ycTraHoBamu HAH
VkpaiHu, yHIBEpCUTETaMH i IIPUBATHUM CEKTOPOM. ABTOpU BOAYarOTh y I[bOMY TOJIOBHUH IMITYIIBC O CTBOPEHHS iHTE-
IPOBaHOI MOBHO-1H(OPMAIIHHOT €KOCUCTEMH, 31aTHOT BUPIIYBATH 1HTEJICKTYabHI BUKJIMKH Cy4acHOCTI Ta CTHMYJIFOBA-
TH HayKOBO-TEXHOJIOTTYHUH TIPOTPEC y KpaiHi.

Kir04oBi cj10Ba: METOIM MTYYHOTO IHTENEKTY; 00pOOKa MPUPOIHOT MOBH; JICKCHKOTpa(iuHi TEXHOJIOTIT; TMHAMIYHI
OHTOJIOTi1; MOP(OTOTO-CEMaHTHIHIHI aHai3; HEHPOHHI MepesKi; MynsTHKpuTepiansanii anaiiz; POLYHEDRON.
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